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Abstract
As the gap between network and CPU speeds rapidly in-
creases, the CPU-centric network stack proves inadequate
due to excessive CPU and memory overheads. Though
hardware-offloaded network stacks alleviate these issues,
they suffer from limited flexibility in both control and data
planes. It seems promising to offload network stacks to Smart-
NICs to provide high flexibility. However, naive offloading
leads to low throughput due to the inherent architectural
limitations of widespread off-path SmartNICs. Even simple
operations on staged network traffic would overwhelm the
limited SmartNICmemory bandwidth. To this end, we design
SmartNS, a SmartNIC-centric network stack with software
transport programmability and line-rate packet processing
capabilities. To tackle the limitations of SmartNIC-induced
challenges, we propose a header-only offloading TX path
and an unlimited-working-set in-cache processing RX path
to minimize memory traffic to fit the wimpy SmartNIC mem-
ory bandwidth. To fully utilize the SmartNIC computing
resources, we propose a programmable offloading engine
to enable cloud providers to offload customized tasks along
with the network stack processing. We prototype SmartNS
using the widespread Nvidia BlueField-3 SmartNIC, and im-
plement RoCEv2 and Solar transport protocols by leveraging
SmartNS’s software programmability. SmartNS achieves 2.2×
higher throughput than the microkernel-based baseline in
block storage disaggregation and 1.3× higher throughput
than the hardware-offloaded baseline in KVCache transfer.

1 Introduction
In the modern cloud, the demand for network speed grows
quickly, with 200/400 Gigabit Ethernet (GbE) network inter-
face controllers (NICs) widely deployed [53, 54] and 800 GbE
expected in the near future [55]. Consequently, the network
stack must deliver elevated processing capacity. Moreover,
as deployments vary broadly (e.g., single/multi-tenant, loss-
less/lossy fabric [46, 58, 94]), and upper-layer applications
expand from HPC and disaggregated storage [21, 30, 56] to
GPU communication [18, 70], enhanced flexibility and pro-
grammability within network stack become indispensable.

CPU-centric network stacks, represented bymonolithic
kernel-based [88, 90, 97, 108] and microkernel-based [17, 22,
31, 35, 36, 52, 60, 65, 69] designs, offer certain programmabil-
ity via high-level software language (i.e., C/C++). However,
more portions of the CPU resources and memory bandwidth
have to be occupied to handle increasing network band-
width [6, 7] due to the slowing down of Moore’s law. Besides,

co-locating with other CPU workloads induces cache and
memory interference, resulting in high tail latency [17, 65].
Hardware-offloaded network stacks, represented by

Remote Direct Memory Access (RDMA) [26, 39] and TCP
Offload Engine (TOE) [59, 80], offer a compelling path to
achieve high throughput in the post-Moore’s Law era. Un-
fortunately, fixed-function hardware cannot meet the var-
ious requirements of numerous different upper-layer ap-
plications [23, 51, 56, 67, 70, 99, 106] and rapid release cy-
cles demanded by cloud environments [52, 56]. For exam-
ple, RDMA NIC only supports limited transport protocols
and is a black box for users, offering only limited “config-
urable” capabilities that are not truly programmable. Large
cloud vendors collaborate with NIC vendors to integrate cus-
tomized functions into next-gen NICs, which usually take
several years. FPGA-based NIC designs can offer a certain
programmability using hardware description languages such
as Verilog [3, 24, 59, 84, 93, 94], but they still need a much
longer development cycle and fail to meet the rapidly evolv-
ing demands of the cloud workloads [52, 56]. This leads to
an interesting question: How to build a line-rate, low-
overhead network stack while guaranteeing software
programmability to modern cloud providers?

One promising solution is the SmartNIC-centric network
stack, which allows offloading host workloads to the spe-
cially optimized SmartNIC processing units for better per-
formance/cost efficiency. According to the location of the
processing unit, SmartNIC is categorized into two types [50]:
on-path and off-path. The former uses the dedicated pro-
cessing framework and can only be programmed with low-
level vendor-specific microcode, posing significant burdens
on developers [77, 95]. The latter features an on-NIC Arm
SoC [5, 61, 63] and Linux, and developers can seamlessly mi-
grate existing programs. In this paper, we focus on off-path
SmartNIC, considering that off-path architecture is the de
facto SmartNIC architecture adopted by mainstream cloud
vendors (e.g., Alibaba CIPU [56], AWS Nitro [78]). Although
the off-path SmartNIC provides the modern cloud required
programmability, building a line-rate network stack with off-
path SmartNIC is non-trivial due to three identified unique
challenges caused by the inherent SmartNIC architecture:
1. High Bandwidth Contention on the Arm-NIC Switch
Link. Off-path SmartNIC features a NIC switch to connect
the NIC, the Arm, and the host interface. When outgoing
traffic and incoming traffic both travel through the Arm,
the link bandwidth between the Arm and the NIC switch
easily becomes the bottleneck. If each NIC switch endpoint
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provides a 400 Gbps duplex bandwidth, a 400 Gbps outgoing
traffic from host → Arm → NIC would fully saturate the
Arm endpoint bandwidth, and thus leaves no link bandwidth
for incoming traffic from NIC to achieve duplex line-rate.
2. Constrained Arm Memory Bandwidth. The network
stack requires traffic to be temporarily staged in Arm mem-
ory, where both TX and RX paths incur twice the bandwidth
occupation. Consequently, consuming a 400 Gbps traffic de-
mands about 1600 Gbps memory bandwidth, far exceeding
the bandwidth capability of modern SmartNICs [5, 28, 61, 63],
which are commonly equipped with two DDR5 channels and
provide about 440 Gbps memory bandwidth. Our empirical
evaluation using “Echo Server” shows that this limitation
can degrade the attainable throughput by 3.3×.
3. Long latency of Small Packet due to High PCIe In-
terconnect Latency. To invoke the network stack function,
the Work Queue Entry (WQE) and Completion Queue Entry
(CQE) are not directly passed to the NIC but detoured to the
Arm, which introduces higher latency due to additional PCIe
hop and is fatal for latency-sensitive applications. We test on
the L2 Reflector application with 64B payload size, the Arm
detour incurs an average 10.1𝜇s latency, which is 2.2×/1.4×
higher than the RDMA NIC/microkernel-based design.
To this end, we design and implement SmartNS, a

SmartNIC-centric network stack with software transport
programmability and line-rate packet processing capabili-
ties. To address the above three challenges, SmartNS intro-
duces: 1) a header-only offloading TX path that constructs
the custom packet header on Arm and integrates the payload
within NIC; 2) an unlimited-working-set in-cache processing
RX path that receives packets into LLC, followed by cache
self-invalidation after transferring the payload to the host
destination; 3) a DMA-only notification pipe that leverages
high-performance DMA engines to communicate between
host and Arm; and 4) a programmable offloading engine that
empowers cloud providers to offload specialized tasks like
customize one-sided operations and network functions. In
sum, SmartNS achieves line-rate throughput and offers cloud
providers the required software transport programmability.
We prototype SmartNS on an off-the-shelf Nvidia

Bluefield-3 SmartNIC with 400 GbE [63] connectivity and
implemented various different network stacks. Benefitting
from our novel design, SmartNS can sustain full-duplex
line-rate and comparable single/multiple flow throughput
with RDMA NIC. SmartNS achieves 2.2× higher IOPS than
the microkernel-based baseline in disaggregated block stor-
age [110] and 1.3× higher throughput than the hardware-
offloaded baseline in KVCache transfer [71].
2 Background and Motivation
In modern data center, an ideal network stack should be
capable of 1) providing high throughput and low latency; 2)
minimizing the host overhead for stack processing (i.e., CPU
occupation); 3) avoiding memory bandwidth contention with
co-located applications; 4) providing high programmability

Table 1. Comparison of network stack approaches.

Solution Throughput Host
Overhead

Memory
Contention

Programm-
ability

Monolithic
kernel-

based [90]
low High High Medium

Microkernel-
based [52] Medium Medium High High

Hardware-
offloaded [54, 84] High Low None Low

Naïve SmartNS Low Low None High
SmartNS High Low None High

Figure 1. Comparison of different network stack designs.
to allow developers to customize data plane policy (transport
protocol and multi-path) and control plane policy (QoS, ac-
cess control and congestion control). However, the existing
designs fail to meet all the requirements as shown in Table 1.
2.1 CPU-centric Network Stack
2.1.1 Monolithic Kernel-based Network Stack. Fig-
ure 1a illustrates the data flow of a monolithic kernel-based
network stack. In the TX path, the user application invokes
a system call and switches to the kernel mode, where the
network stack processes protocols and constructs packet
headers. Then, it copies the user’s payload into a pinned
DMA-safe memory region and notifies the NIC to trans-
mit. In the RX path, the NIC places received packets in a
kernel-space reception queue and triggers an interrupt. Af-
ter protocol processing, the network stack copies the payload
to the user buffer and signals the user application. The sys-
tem call overhead can incur a slowdown of up to 75%, as
reported in prior research [60, 90, 97]. Besides, the high com-
plexity of developing kernel code significantly harms the
programmability of monolithic kernel-based network stacks.
2.1.2 Microkernel-based Network Stack. To mitigate
the aforementioned host CPU overhead and programming
complexity, many systems adopt the microkernel-based net-
work stack [17, 31, 35, 36, 52, 60, 65, 69] to replace costly
system calls with lightweight IPC (Inter-Process Commu-
nication), as illustrated in Figure 1b. There are three main
benefits. First, compared with system calls, the overhead
of IPC in modern CPUs is much lower as it preserves the
application cache locality [52]. Second, it allows applications
to directly use a pinned DMA-safe memory region, avoiding
the memcpy overhead in the TX path. Third, a microkernel-
based network stack has much higher programmability, as
developing and deploying userspace code is much easier.
2.1.3 Issues of CPU-centric Network Stack. AsMoore’s
law is slowing down, the gap between network and CPU
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(a) Network throughput (b) Host memory bandwidth

Figure 2. Comparison of different stacks achieved through-
put and corresponding host memory bandwidth usage.

speeds is rapidly increasing. With 200/400 GbE NICs already
deployed in modern datacenters [21, 70, 78] and 800 GbE
expected in the near future [55], both CPU-centric designs
face two key issues.
I1: High host CPU overhead. The host CPU overhead
mainly consists of payload copy, which spends more than
60% of CPU resources [6, 7]. Due to the limited Line Fill
Buffer (LFB) per CPU core [91], it can achieve only about
7GB/s memcpy speed per core. Cai et al. [7] propose the
decoupling data copy from application threads and using
multi-threaded memcpy, but it still needs more than 15 cores
to achieve the 400Gbps memcpy without protocol processing.
To illustrate the host CPU overhead, we construct an

“Echo Server" using a monolithic kernel-based [97] and a
microkernel-based [52] network stack, respectively, and com-
pare with the RDMA NIC [33]. This echo server has 8 DDR5
channels with up to 160GB/s memory bandwidth. Both ma-
chines are equipped with a 400 GbE NVIDIA ConnectX-7
NIC [54], and the packet size is 2KB, each CPU core serves 8
connections with 64 TX depth.
Figure 2a illustrates the throughput under different host

CPU cores.We observe that due to expensive system calls, the
monolithic kernel exhibits approximately 42% lower through-
put than the microkernel-based design, which achieves only
around 39% per-CPU-core throughput compared with RDMA
NIC, mainly due to the additional memcpy in RX path. We
predict that this performance disparity would be widened as
network speeds approach 800 Gbps in the near future.
I2: High host memory contention. The growth of net-
work speed also places contention on thememory subsystem,
which has been extensively explored in prior works [1, 89].

On the one hand, the extra memcpy adds significant mem-
ory pressure to the network stack. For example, only one
extra memcpy in the RX path of the 400Gbps network needs
at least 200GB/s memory bandwidth to achieve full-duplex
line-rate throughput, which requires at least 8 DDR5-4800
memory channels (typical single-socket Intel servers sup-
port up to 8 channels [29, 87]). As shown in Figure 2b, both
monolithic kernel and microkernel designs consume roughly
1.9×memory bandwidth compared with the RDMANIC. The
monolithic kernel almost fully saturates the available mem-
ory bandwidth when its throughput reaches 300Gbps.

(a) Monolithic kernel-based system (b)Microkernel-based system
Figure 3. Memory-intensive application causes interference
with the network stack.

On the other hand, CPU-centric network stacks suffer
severe interference from co-located memory-intensive appli-
cations in multi-tenant environments. As the CPU memory
controller is shared among all cores, a core would suffer high
memory access latency when other cores issue lots of mem-
ory transactions, resulting in high tail latency [17]. To quan-
tify this effect, we use one CPU core as an echo server and
other cores running Memory Latency Check (MLC) [27] to
simulate a memory-intensive garbage collection application.
Figure 3 illustrates the P99 latency of the echo server, MLC
starts at 2𝑠 and ends at 5𝑠 . We observe that the interference
increases P99 latency by 10.5×/9.2× for monolithic kernel
and microkernel-based designs, respectively. This indicates
that CPU-centric network stacks suffer from high tail latency
in the case of co-located memory-intensive applications.
2.2 Hardware-offloaded Network Stack
To address the three aforementioned issues, hardware of-
floading technologies, e.g., RDMA, are used to offload the
entire network stack to the NIC hardware to achieve high
throughput, low latency, and low host overhead [54, 75, 78,
84]. However, a hardwired network stack can not meet the
various requirements of numerous different upper-layer ap-
plications (e.g., GPU communication, disaggregated storage,
and high-performance computing). Specifically, their rigid
architecture introduces programmability limitations.
I3: Inadequate data/control plane programmability.
Commercial NICs only support a limited number of trans-
ports. For example, Nvidia ConnectX-7 [54] only supports
RoCEv2 [26] and InfiniBand [25]. However, extensive in-
novations have been proposed to customize the transport
layer to address specialized application requirements, like
Google Snap [52] 1RMA [84] and Falcon [20], AWS SRD [78],
Alibaba Solar [56, 110], Tesla TTPoE [72], and IRN [58].
Likewise, modern data centers impose diverse control plane
requirements: GPU communication needs high-precision
congestion control [41, 45, 92, 111] and multi-path rout-
ing [8, 43, 78]; VPC needs multi-tenancy performance iso-
lation [23, 39, 51, 106] and access control [67]. However,
commercial NICs are always treated as black boxes and offer
only limited “configurable" capabilities that are not truly
programmable. It takes years to collaborate with vendors to
integrate custom methods into the next-gen ASIC NIC.
To meet the need for programmability, researchers pro-

pose several FPGA-based NIC designs [80, 84, 93, 94], with
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Figure 4. High-level system architecture and TX/RX data
flow of a naïve SmartNIC-centric network stack.

which users can update the on-NIC transport module us-
ing hardware description languages (HDL) such as Verilog.
However, developing using HDL has a much longer devel-
opment cycle, and fails to meet the rapidly evolving de-
mands of the cloud workloads, which could update weekly
or monthly [52, 56].

2.3 Naïve SmartNIC-centric Network Stack
Modern off-path SmartNICs(e.g., NVIDIA BlueField [61, 63],
Broadcom Stingray [5], Intel IPU [28]) feature an on-NIC
programmable SoC (usually consisting of Arm), and thus
provide an opportunity to offload the network stack to the
NIC while preserving software programmability.

Figure 4 sketches such a naïve SmartNIC-centric network
stack design. In the TX path, the user application notifies
Arm to send the packet ( 1 ), then Arm fetches the payload
into its memory ( 2 ), prepares the packet header, and en-
capsulates the header and payload into the corresponding
packet and send it out ( 3 ). In the RX path, the incoming
packet is first stored in the Arm memory ( 4 ). Then the Arm
parses the packet header, processes the protocol, and delivers
the payload to the corresponding host buffer ( 5 ), at last the
Arm signals the host CPU for notification ( 6 ). This naïve
design allows implementing the entire transport layer in the
Arm, thus providing software programmability while mini-
mizing host CPU consumption and host memory bandwidth.
However, it introduces three severe issues.
C1:High bandwidth contention on theArm-NIC switch
link.An off-path SmartNIC features a NIC switch to connect
the NIC, the Arm, and the host interface, as shown in Figure 4.
The Arm sits outside the host/NIC path, and that is why it
is called off-path SmartNIC. In an off-path architecture, the
link bandwidth between the Arm and NIC switch becomes
the bottleneck when outgoing traffic and incoming traffic
both travel through the Arm. If each NIC switch endpoint
provides a 400 Gbps duplex bandwidth, a 400 Gbps outgoing
traffic from host → Arm → NIC would fully saturate the
link bandwidth of the Arm endpoint, and there would be no
link bandwidth for incoming traffic.
C2: Constrained Armmemory bandwidth. Compared to
the host CPU, off-path SmartNICs offer comparable general-
purpose computing capabilities but feature a significantly
weaker memory subsystem [10]. For instance, the BF3 Smart-
NIC features two 5600MT/s DDR5 channels to deliver the
theoretical 716.8Gbps memory bandwidth, and its achievable

mixed read-write bandwidth is approximately 440Gbps [10].
However, the network stack requires traffic to be temporarily
staged in ArmDRAM, resulting in the payload going through
device memory four times, as illustrated in Figure 4. Thus,
400Gbps network throughput requires about 1600Gbps mem-
ory bandwidth—a requirement that far exceeds the capability
of BF3. BlueField-2, Intel IPU, and Broadcom PS1100R also
have similar memory bandwidth shortages.

To illustrate this, we implement a naïve SmartNIC-centric
network stack in Figure 4 and conduct the "Echo Server" ex-
periments again (§2.1). We find that it achieves only 120 Gbps
throughput (30% of the network link throughput). Through
the memory monitor on the Arm, we identify that the pri-
mary culprit behind its performance degradation is memory
bandwidth exhaustion.
C3: Long latency of small packet due to high PCIe in-
terconnect latency. As shown in Figure 4, to invoke the
network stack function, the WQE and CQE are not directly
passed to the NIC but detoured to the Arm, which introduces
extra PCIe interconnect latency (taking sub-microseconds).
Although throughput-sensitive applications are unaffected
by the additional latency, it still leads to performance degra-
dation for latency-sensitive applications, particularly when
the payload size falls within oneMTU.We test on L2 Reflector
application and use 64B payload size, the naïve SmartNIC-
centric network stack demonstrated an unexpectedly high
latency of roughly 10.1𝜇s , which is 2.2× higher than the
RDMA NIC and 1.4× higher than the microkernel-based
network stack.

3 Design of SmartNS
3.1 Overview
To address the above three challenges, we propose SmartNS,
a SmartNIC-centric network stack with software transport
programmability and line-rate packet processing capabilities.
Figure 5 presents the architecture overview of SmartNS. The
main network stack running on the on-NIC Arm cores as
a separate user process consists of 1) a header-only offload-
ing TX path (§ 3.2) that constructs custom packet headers
on the Arm and directly integrates the host payload within
the NIC; 2) a unlimited-working-set in-cache processing RX
path (§ 3.3) that receives packets into the LLC, followed by
cache self-invalidation after transferring the payload to the
host destination; 3) a DMA-only notification pipe (§ 3.4) that
solely leverages high performance on-NIC DMA engines
to notify the host or Arm core; and 4) a programmable of-
floading engine (§ 3.5) that allows cloud providers to offload
specialized functions like customized one-sided operations
and network functions. In contrast to prior works that focus
on specific protocols, SmartNS is architected as a general
network stack framework to allow for easy implementation
of various transport protocols and control plane mechanisms,
including QoS policies and congestion control algorithms. In
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Figure 5. Architecture overview of SmartNS.

Figure 6. Comparison of TX path strategies.

this paper, we have implemented two demonstrative trans-
port protocols: RoCEv2 [26] and Solar [56], along with the
widely adopted DCQCN [111] as the CCA.

On the host side, SmartNS provides end users 1) a user-
space runtime library linked to each application; and 2) a
kernel module that registers the entire system as a NIC device
and communicates with the network stack. This user library
forwards control verbs (like create_qp and modify_qp)
to the kernel module and directly passes data verbs (like
post_send and post_recv) to Arm through a DMA-only
notification pipe. Since all operations are offloaded to the
SmartNIC, this library introduces negligible overhead for the
host CPU. By registering the entire system as a NIC device
in a kernel module, users can enjoy out-of-the-box IBV verbs
compatibility [73], which is important for applying RDMA-
aware optimizations [12, 96, 97, 112]. Note that IBV Verbs
not only support RDMA RC/UD mode but also support Raw
packet mode, which can send/receive raw Ethernet packets.
SmartNS relies on Raw packet mode to customize the packet
header and support various transport protocols.
3.2 Header-only Offloading TX Path
To address the challenge #1 (C1), we propose the Header-
only offloading TX path. First, we discuss why the following
general and widely used TX path design is inadequate for
achieving high throughput.
Option: Naïve entirely offloading TX path. Figure 6a
depicts the process of naïve entirely offloading TX strategy,
which has been widely adopted in prior studies [30, 38, 40].

When the user application initiates packet transmission ( 1 ),
the Arm utilizes intra-node DMA/RDMA [10, 95] to read the
payload into the Arm memory ( 2 ). The Arm subsequently
constructs the corresponding packet header and merges it
with the payload into a contiguous buffer ( 3 ). At last, the
Arm transmits the assembled packet to the network ( 4 ).
This approach benefits from standard IBV verbs, making
it straightforward to implement. However, this approach
causes significant Arm memory subsystem pressure and
saturates the Arm endpoint’s full-duplex link bandwidth:
although it achieves line rate for TX traffic, there would be
no link bandwidth for RX traffic (discussed in §2.3).
Our approach: Header-only offloading TX path. To
address the limitations of the above design, we decouple
the packet header and payload across from Arm memory
and host memory, aiming to reduce the Arm endpoint’s
link occupation and minimize Arm memory bandwidth pres-
sure. Our key insight is that the network stack typically
neither accesses nor modifies the packet payload, thus, we
can construct custom header on Arm and allow the payload
be fetched directly by the NIC without any additional data
movement, while leveraging NIC hardware for residual op-
erations such as CRC computation, IP Checksum, and AES
encryptio. Figure 6b illustrates the process. After the Arm
prepares the packet header ( 2 ), both the header and the pay-
load are directly retrieved by the NIC ( 3 ). This simple yet
effective design offers three key advantages: (1) eliminates
the Arm-NIC switch link congestion, (2) reduces bandwidth
pressure on the Arm memory subsystem, and (3) decreases
the programming complexity of the network stack.

DMA/RDMA operations require the payload buffer to re-
side in a pre-registered memory region, each memory region
associated with a specific context. Since the context includes
hardware resources and can’t be shared between Arm and
host CPU, Arm can’t directly use payload information per-
taining to the host’s memory region to construct WQE. To
expose host payload buffer information to the network stack,
we introduce the shadow memory region. Each time the
user application registers a memory region, the kernel mod-
ule informs the (host VA, Size) to the Arm. The Arm then
selects an unused virtual address range (Arm VA), instructs
the NIC to establish a hardware mapping between the host
VA and the Arm VA, designates the (Arm VA, Size) as the
shadow memory region, and finally returns the Arm VA to
the user library. Importantly, this Arm VA is not mapped
to any physical address and cannot be directly accessed via
load/store instructions, thereby introducing no actual mem-
ory overhead. As shown in Figure 7a, when the user initiates
packet transmission, the library automatically translates the
host VA to Arm VA ( 1 ). Subsequently, the Arm utilizes the
Arm VA in the shadowmemory region to construct the WQE
and transmit the packet ( 2 ), thus, NIC hardware resolves the
corresponding host VA through that pre-established map-
ping ( 3 ), fetches the payload directly from host memory,
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Figure 7. Architecture of Shadow Memory Region and High
Scalability Shared Send Queue.
and integrate the custom packet headers generated on Arm
( 4 ). This header-only offloading TX path ensures zero-copy
while remaining transparent to the user application.

Another critical concern is the scalability of our software-
based TX mechanism. Assuming each SQ is assigned a dedi-
cated notification pipe, the overhead from software looping
is negligible when the number of SQs is relatively small (≤
100). However, as the number of SQs increases, this approach
becomes less efficient. The looping time for 2000 SQs can be
up to 50 µs [88]. To achieve low overhead and high scalabil-
ity, we propose the high-scalability shared send queue.
As shown in Figure 7b, instead of allocating one pipe per SQ,
we assign 𝑁 pipes per context, where 𝑁 equals the number
of Arm cores. Each Arm core is responsible for polling a
dedicated pipe within its assigned context. When a new SQ
is created in a given context, the driver selects an under-
loaded Arm core and utilizes its corresponding pipe for SQE
transmission. Given that RDMA-based systems typically cre-
ate a limited number of contexts [96, 101, 112], each Arm
core is required to poll only a small number of pipes. This
sharing mechanism doesn’t break the performance isolation
of resources because hardware resources are allocated at the
context level, and we only share notification pipes within
the same context. Furthermore, to efficiently manage unfin-
ished requests, we maintain an active SQ table that tracks
unfinished operations for each Arm core. An SQ is added
to the active SQ table when the Arm core receives an SQE
related to that SQ, and this SQ will be transitioned to the
non-active SQ pool when all the requests are finished.
3.3 Unlimited-working-set In-Cache

Processing RX Path
To address challenge #2 (C2), we propose unlimited-working-
set in-cache processing RX path. In the following, we discuss
the challenges, followed by its design.
Challenges. Although TX path optimizations can greatly
reduce the precious Arm memory bandwidth incurred by
the TX traffic because TX payload does not traverse through
the Arm memory, the limited Arm memory bandwidth is
still insufficient to support line-rate RX traffic if all RX traffic
passes through the Arm memory. Take BF3 as an example,
we observe that the Arm memory bandwidth is exhausted

when the RX traffic bandwidth is only 60% of the network
line rate in the previous "Echo Server" experiment.
Direct Cache Access (DCA) allows PCIe devices such as

NICs to write incoming packets to the LLC directly, and thus
is widely used in network applications to relieve memory
bandwidth problems [2, 13–16, 44, 100]. The Arm on the
SmartNIC also supports the DCAmechanism and can use the
whole LLC space to serve the DCA mechanism; thus, it can
potentially address the above-mentionedmemory bandwidth
challenge. However, we find that the benefits of DCA are
highly constrained: the working set size must be smaller
than the cache size.
Cache-fitting working set. Figure 8a demonstrates how a
network stack receives packets when the working set (i.e.,
receive buffer) can fit in the cache. We observe that every
address in the working set is cached, and an incoming packet
can be directly written into the cache without cache eviction.
In this case, the DCAmechanism can well address the limited
Arm memory bandwidth challenge.
Cache-exceeding working set. However, in a network
stack RX path, the working set (i.e., receive buffer) size is
usually very large, which far exceeds the cache size. Ideally,
the working set size only needs to be larger than the product
of the network bandwidth and the average packet processing
time. However, packet processing time varies significantly,
and the packets may arrive in a burst manner (i.e., a sudden
spike in packet arrivals) [1, 16]. To avoid dropping packets,
the network stack RX path must ensure that the working
set size can absorb the burst. Consequently, multi-hundred-
gigabit network stacks typically employ more than 512 de-
scriptors per RX queue [16, 68, 96]. Assuming that there is
one RX queue per Arm core and themaximum packet size is 4
KB, the total working set size would be 512∗16∗4𝐾𝐵 = 32𝑀𝐵
in the 16-core BF3 SmartNIC. Considering that the 16 MB
cache of BF3 is also shared with the TX path and other Smart-
NIC computations, the RX working set size would far exceed
the available cache size. Figure 8b demonstrates how a net-
work stack receives packets when the working set exceeds
the cache size. We observe that an incoming packet would
always incur a cache eviction, thus, the system performance
would be bottlenecked by the Arm memory bandwidth.
Unlimited-working-set in-cache processing RX. To this
end, we propose unlimited-working-set in-cache processing
RX, which avoids cache eviction even if the RX working set
size far exceeds the cache size. Our key idea is based on the
observation that the packet content is no longer needed by
Arm after the network stack RX processes the packet header
and forwards the packet to the host. As such, there is no
need to actually evict the processed packets from the cache
to the Arm memory. Therefore, after the Arm core processes
a packet and forwards the packet to the host, the Arm core
would explicitly invalidate the cachelines of the packet buffer
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Figure 8. Comparison of RX path strategies that motivate the design of unlimited-working-set in-cache processing RX path.
by invoking the BF3-provided API [64], which would set the
related cachelines “invalidate” flag1.
Generality. SmartNS relies on DCA and self cache-
invalidation mechanism to support unlimited-working-set
and high-performance RX path. Although our current im-
plementation relies on Nvidia’s domain-specific APIs, Intel
DDIO (the DCA implementation in x86 processors) has been
extensively studied in prior works [1, 14, 16, 44, 100], and
some RISC-V processors already support both DCA and self
cache-invalidation [2, 10]. We therefore believe our design
can be applied to future platforms and NICs.
Figure 8c demonstrates how SmartNS receives packets

when the working set exceeds the cache size. As the pro-
cessed packet is explicitly invalidated, there are always avail-
able cachelines for incoming packets, and cacheline stale
contents are discarded rather than written back, which al-
lows the incoming packet to overwrite the cacheline directly
and avoid unnecessary write back. In the rare case when a
packet arrival burst occurs or the processing rate slows down,
the incoming packets may find no invalidated cacheline to
fill in and incur an eviction. However, the packet would not
be dropped, and the eviction would disappear after the burst.
Out-of-order packet processing.Many transport proto-
cols employ Go-Back-N or Selective Repeat (SR) to handle
out-of-order packets. For Go-Back-N, SmartNS simply self-
invalidates the received packet buffer and sends a NACK sig-
nal to the client. For SR, SmartNSmaintains a per-connection
reorder buffer in Arm memory. When the Arm processor
receives an out-of-order packet, it writes back the packet
buffer from Arm LLC to Armmemory and sends SACK to the
client, followed by a self-invalidate operation. Thus, SmartNS
can flexibly support different out-of-order handling policies
while remaining compatible with unlimited working-set in-
cache processing.
Towards supporting 800 Gbps networks.With unlimited-
working-set in-cache processing RX, the required cache size
only needs to be larger than the product of the network
bandwidth and the average packet processing time. For a
400 Gbps network and a 10𝜇s average network stack pro-
cessing time, the required cache size is only 500 KB, which
is far smaller than the BF3 Arm LLC size (32× smaller). Even

1We align each packet buffer to the cacheline granularity (64B) to ensure
that the invalidation would not affect other packets.

when the network bandwidth scales to 800 Gbps and the
processing latency is doubled, our approach only needs
800𝐺𝑏𝑝𝑠 × 20𝑢𝑠 = 2𝑀𝐵 LLC. Therefore, it only requires
upgrading Arm LLC bandwidth from the current 1200 Gbps
to 1600 Gbps, which is relatively easy for the next genera-
tion Arm to accomplish. As such, we believe SmartNS RX
path can also fit the next-generation high-bandwidth
network.

3.4 DMA-only Notification Pipe
Common RNICs utilize WQE-by-MMIO and Doorbell mecha-
nisms to update SQ/RQ/CQ pointers with the RNIC [32, 74].
In the first case, the WQEs are transferred via 64B write-
combined MMIOs; in the second case, the host updates the
NIC Doorbell, followed by the NIC fetching WQEs using one
or more DMAs. Although these mechanisms perform well
for common RNIC, off-path SmartNICs adopt an emulated
MMIO interface between the Arm and the host CPU [61, 63]
and suffer from low MMIO throughput. Our observations
reveal that BF3 achieves fewer than 1K/s MMIO write rate,
which is markedly insufficient for the demands of 400Gbps
networks. Moreover, exclusively using the doorbell mecha-
nism incurs latency due to an extra PCIe round-trip.

Therefore, we propose a DMA-only notification pipe that
relies solely on a high-performance DMA engine for commu-
nication and coordination. Tomaximize efficiency, the design
enforces a single producer and a single consumer, ensuring
lockless access, and each element is aligned to the cache line
size. Each element contains a dedicated 1-bit flag signal to in-
dicate its validity. The producer sets this flag in the producer
buffer and initiates the DMA engine, while the consumer
continuously polls the next element in the consumer buffer
until its flag becomes valid. Upon reaching the buffer’s end,
the flag toggles to indicate wrap-around. Since the producer
typically batches multiple elements per DMA transfer, cache
contention is avoided [76]. For SQ/RQ, the user application
is the producer and the ARM is the consumer. To further
realize memory alignment and keep cache locality, SQ ele-
ments (64B) are transferred immediately, whereas RQ entries
are grouped in batches of four (4 × 16B). For the CQ element
(64B), roles are reversed: the Arm produces entries, and the
user application consumes them. But it involves a question
about how the ARM tracks the user application’s progress
in handling CQE. To address this, we implement a consumer

7



Conference’17, July 2017, Washington, DC, USA Anon. Submission Id: 260

counter located in the user library: each time the consumer
processes an element, it automatically increases the counter,
and the producer periodically reads it via one DMA read
after every 𝑛 elements (customized by developers).
Latency-sensitive flow optimization. We observe that
latency-sensitive applications typically have payload sizes
limited to a single MTU and employ two-sided operations.
To address challenge #3 (C3), we introduce a low-latency
QP optimized for MTU-sized, two-sided operations, compris-
ing two complementary mechanisms: In the TX path, we
extend the SQE to carry inline payloads, thereby eliminating
one PCIe round-trip. Payloads are delivered to the Arm via
our high-performance notification pipe followed by inline
send [32]. In the RX path, we allow the NIC to directly place
the payload section in the application buffer while routing
the header section to the Arm. The application polls the
first byte of the receive buffer to detect incoming packets.
In this case, the transport protocol is still processed on the
SmartNIC, while the application should detect and handle
out-of-order and duplicate packets at the user level.
3.5 Programmable Offloading Engine
In addition to the network stack, exploiting the spare Smart-
NIC computing resources to mitigate the host CPU occupa-
tion is a trendy way to lower the data center tax [37, 49, 50].
However, prior works [10, 34, 83, 102, 103] require ad-hoc
design and deployment tailored to specific scenarios and
applications. SmartNS proposes a programmable offload-
ing engine, allowing easy offloading of various applications.
The engine runs on top of the network stack transport and
provides a rich set of programming APIs to enable cloud
providers to offload the application logic easily. In short, a
programmable offloading engine allows cloud providers to
register an unused transport opcode and hook up with a
customized function that runs on the spare SmartNIC Arm
cores. An incoming packet with a specific opcode would trig-
ger the execution of the hooked-up function after the packet
has been processed by the transport. This offloading engine
executes application-layer functions on dedicated Arm cores
isolated from the network stack and can invoke lookaside
accelerations on the SmartNIC to provide computing inten-
sity. Cloud providers configure the number of Arm cores
allocated to this engine at SmartNS startup.

This offloading engine provides a rich set of programming
API (Table 2) to help cloud providers deploy their offload-
ing tasks. As such, cloud providers can focus on task logic
instead of dealing with low-level network stack details. We
take a simple batched RDMA READ as an example and show
how to use these APIs to implement it; the example code is
provided in supplementary material. The programmer first
chooses an user-defined opcode and uses register_opcode
to register a batched RDMA READ handler function. Before
establishing the QP connection, the programmer invokes
register_dma_region to register a host memory region for
subsequent DMA accesses. Upon receiving a corresponding

Table 2. Programmable offloading engines APIs.
register_opcode(opcode, qp, func)
Registering the target opcode to the network stack, this
function will be invoked when a target packet is received.
register_dma_region(host_addr, size)
Registering the host memory on the Arm for
following DMA operations.
alloc_resp(context, size)
Allocating 𝑠𝑖𝑧𝑒 bytes on pinned Arm memory for
response packet, and return the address point.
submit_dma(context, op, host_addr, arm_addr, size)
Submit a DMA operation to the associated address, op
can be READ or WRITE, return an ID for trace.
wait_dma_finish(context, dma_id)
Wait the dma_id corresponding dma operation to finish.
submit_resp(context, addr, size)
Submit the response packet with the specific address.

request with the batched RDMA READ opcode, that regis-
tered handler function is invoked and executed as a user-
space coroutine. In this coroutine, alloc_resp is called to
allocate a pinned Arm memory for the response packet. The
programmer then invokes submit_dma to execute the DMA
operation, and all tasks are enqueued into a task pool and exe-
cuted asynchronously via coroutines; once the DMA transfer
completes, wait_dma_finish returns control and execution
resumes. Finally, the programmer uses submit_resp to de-
liver the response packet back to the client.

4 Implementation
We build a fully functional prototype of SmartNS using
Nvidia BlueField-3 SmartNIC [63] with a PCIe5.0×16 inter-
face and 2×200 Gbps Ethernet ports. SmartNS’s implementa-
tion consists of the core network stack running as a separate
user process on the Arm processor, the kernel modules run-
ning in the host kernel, and the user-space libraries linking
with user applications. The core network stack is imple-
mented in 6,890 lines of C++20 code, the kernel module in
1,350 lines of C98 code, and the user-space libraries in 3,012
lines of C++20 code. Moreover, we introduced several modi-
fications (500 lines of code) to the mlx5 driver on the Arm to
enable more efficient DMA and cache operation interfaces,
while keeping the host mlx5 driver unchanged. Our en-
tire system runs in an unmodified Linux environment. We
left more implementation details in supplementary material.

5 Evalution
Our evaluations aim to answer the following questions:
• How does the performance of SmartNS compare to other
network stacks (§5.2)?

• How effective is the header-only offloading TX path (§5.3)?
8
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• How effective is the unlimited-working-set in-cache pro-
cessing RX path (§5.4)?

• How effective is the DMA-only notification pipe (§5.5)?
• How effective is programmable offloading engine (§5.6)?
• Howmuch performance acceleration can SmartNS achieve

for block storage and KVCache transfer workloads (§5.7)?

5.1 Experimental Setup
Hardware Testbed. Our hardware testbed consists of two
servers, each having two 16-core Intel Xeon Gold 6426Y
running at 2.5GHz, 512 GiB (16x32 GiB) 4800 MHz DDR5
memory, and a 37.5 MiB LLC. Each server is equipped with
an Nvidia BlueField-3 B3220 400GbE NIC and connected
back-to-back using two 200GbE QSFP56 cables.
Snap Baseline.We implement the baseline "Snap" that runs
the network stack as a separate user program and dedicated
CPU cores. As a representative ofmicrokernel-based network
stacks, Snap leverages DPDK [11] to achieve high throughput
and adopts a simple go-back-N mechanism for packet loss
recovery. Since Snap [52] is not open-sourced, we construct
our network stack based on the descriptions provided in the
paper while minimizing any unnecessary CPU overhead.
RDMA NIC Baseline.We implement the baseline "RNIC"
that directly uses the hardware-offloaded RDMA stack pro-
vided by the state-of-the-art RNIC Nvidia ConnectX-7 [54],
leveraging RC mode and RoCEv2 protocol to achieve the
highest performance. We use dedicated busy-looping CPU
cores to execute IBV verbs like post_send and poll_cq.
Solar-CPU Baseline. We implement the Solar [56] trans-
port protocol on dedicated host CPU cores, strictly following
the specifications outlined in the paper. Solar is the storage
network stack for Alibaba Cloud’s EBS service and has been
deployed on a large scale. Due to the current lack of com-
modity RNIC support for the Solar protocol, we deploy it on
the host CPU and leverage CRC hardware offload along with
DSA engines to achieve optimal performance.

5.2 Comparison with other Network Stacks
In this section, we focus on two basic performance metrics:
throughput and latency. We use the LibR benchmark tool [9],
which is similar to perftest [19] but has finer-grained control.
These tools can run on SmartNS without any modification,
and the dedicated CPU cores assigned to the network stack
remain in a spin state to maximize performance.

Figure 9 illustrates the single connection throughput and
latency of the SEND/WRITE operations across various net-
work stacks. We set TX depth to 64 for the throughput test
and 1 for the latency test. We have two observations. First,
SmartNS achieves comparable throughput to RNIC and up
to 3.5× higher throughput than Snap in both SEND and
WRITE tests. This is because SmartNS offloads massive stack
workloads to NIC hardware similar to RNIC, but Snap relies
on the host CPU to execute, constraining single-connection
throughput. Second, SmartNS exhibits 1.5× higher latency

(a) SEND throughput, TX depth=64 (b)WRITE throughput, TX depth=64

(c) SEND latency, TX depth=1 (d) WRITE latency, TX depth=1

Figure 9. RDMA SEND/WRITE throughput and latency be-
tween a pair of connections on different hosts.

(a) Aggreagate WRITE throughput (b) Host memory bandwidth
occupation

Figure 10. Aggreagate RDMA WRITE throughput of multi-
ple connections and corresponding host memory bandwidth.

than RNIC but still 1.4× lower than Snap, because WQE and
CQE in SmartNS must cross the Arm-NIC switch link and
suffer PCIe interconnect latency relative to RNIC. However,
the proximity of the Arm to the NIC enables SmartNS to
reduce network latency compared to Snap.

Figure 10 shows the throughput ofWRITE operations with
multiple connections, and the corresponding host memory
bandwidth across various network stacks, where the TX
depth of each connection is set to 64 and payload size is
set to 2KB. We observe that SmartNS demonstrates nearly
linear scaling with the increase in connections, reaching
line rate with more than 5 connections, comparable to RNIC
and 1.4× higher than Snap. SmartNS also keeps minimal
host memory bandwidth occupation and reduces the 2.7×
bandwidth compared with Snap. This efficiency is attributed
to its SmartNIC-based packet handling and zero-overhead
on the host CPU.
5.3 Header-only Offloading TX Path
In this section, we examine the performance of our header-
only offloading TX path. As the baseline, we implement
the naïve RDMA-assisted entirely offloading TX and DMA-
assisted entirely offloading TX approaches discussed in (§3.2).
Moreover, since BF3 has two ports and each connection only
uses one port, we use two connections and set TX depth to
64, finally we collect and count the aggregated bandwidth.
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(a) WRITE throughput, TX depth=64 (b) Arm memory bandwidth
occupation

Figure 11. Comparison of RDMAWRITE throughput under
2 connections across three TX Path choices and correspond-
ing Arm memory bandwidth.

Figure 12. Using 8 connections and 2KB RDMA WRITE
payload to achieve each TX design upper limit, and insert a
400Gbps RX flow at the 1 second that lasts 5 seconds.

Figure 11a shows the different TX approaches achieved
throughput, and Figure 11b illustrates the corresponding
Arm memory bandwidth occupation. We have three obser-
vations. First, when the payload size is below 8KB, header-
only offloading TX achieves 2.7× and 1.5× higher through-
put, because this mechanism only needs to construct the
packet header and achieve zero copy, and thus significantly
reduces the Arm core and memory subsystem pressure. Sec-
ond, header-only offloading TX and DMA-assisted entirely
offloading TX reach line rate, whereas RDMA-assisted en-
tirely offloading TX is constrained by Arm-NIC switch link
utilization, as discussed in Section (§3.2). Third, header-only
offloading TX maintains Arm memory usage below 0.5GB/s,
independent of network throughput and 70× lower than
DMA-assisted TX. This efficiency is achieved by the header-
only offloading TX bypassing the packet payload storage.

To further illustrate the benefits, we use 8 connections and
2KB payload to repeat the above experiment. Once through-
put stabilized at its maximum, we insert a 400 Gbps RX flow
on different cores from the server Arm core to the client
Arm core, running for 5 seconds. Figure 12 shows the aggre-
gated TX throughput achieved by the various approaches.
Notably, our approachmaintains line rate despite the RX flow,
whereas the other two experience 72% and 35% throughput
reduction. This is because our mechanism avoids contention
on the Arm-NIC switch link with the RX flow.

5.4 Unlimited-working-set In-Cache
Processing RX Path

In this section, we evaluate the effectiveness of the unlimited-
working-set in-cache processing RX path. We use 12 Arm
cores on both client and server, each core handles a single

(a) WRITE throughput, 8KB payload (b) Arm memory bandwidth
occupation

Figure 13. Comparison of 8KB RDMA WRITE through-
put under different working set sizes across three RX path
choices and corresponding Arm memory bandwidth.

connection. We equip each RX queue with 8KB queue ele-
ment to receive jumbo packets. On the server, we vary the
number of RX queue elements to emulate different work-
ing set sizes. The client sends 8KB RDMAWRITE requests,
which are processed by the server’s Arm cores, and then
the payload is transferred to the host buffer by inter-node
RDMA/DMA. Similar to the TX path, we compare three
strategies: (1) using naïve intra-node RDMA for transfer-
ring payload from Arm to Host, (2) using naïve DMA for
transferring, and (3) using unlimited-working-set in-cache
processing RX.
Figure 13a shows the different RX working set sizes

achieved throughput, while Figure 13b illustrates the corre-
sponding Arm memory bandwidth. We have two observa-
tions. First, the unlimited-working-set mechanism maintains
line-rate throughput even as the working set far exceeds
LLC size; specifically, SmartNS achieves 1.6×/2.9× higher
throughput than naïve DMA/RDMA transfer when the work-
ing set size is above 48MB, primarily due to a significant re-
duction in pressure on the Arm memory subsystem. Notably,
even under 48MB working set size, each RX queue only con-
tains fewer than 512 elements, which is relatively small. Sec-
ond, the unlimited-working-set mechanism in-cache process-
ing RX introduces less than 0.8GB/s of memory bandwidth
usage even when throughput reaches line rate, demonstrat-
ing that nearly all operations (receive, process, and transfer)
are processed in cache, without incurring additional memory
bandwidth overhead. Third, the naïve RDMA/DMA exhibits
substantial Arm bandwidth utilization once the working set
size exceeds the LLC, indicating a pronounced leaky DMA
problem effect that limits achievable throughput.
5.5 DMA-only Notification Pipe
In this section, we compare Doorbell, WQE-by-MMIO, and
DMA-only notification mechanisms for WQE submission
latency and achieved throughput. Here, we define latency
as the elapsed time between host submission of a 64-byte
WQE and its receipt by the Arm; both tests employ one host
CPU and one Arm core. Figure 14a shows the throughput and
latency of different notifymechanisms.We have two observa-
tions. First, DMA-only notification pipe achieves comparable
latency with MMIO, and 2.6× lower than Doorbell, this is
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(a) Throughput and latency of
different notify mechanisms

(b) L2 reflector latency for
different network stack

Figure 14. Performance of DMA-only notification pipe and
low-latency QP.

mainly because it omits the additional PCIe round-trip. Sec-
ond, it delivers the highest throughput, which is 2.4× higher
than the Doorbell mechanism; this is also caused by the extra
PCIe round trip. Surprisingly, the MMIO mechanism exhibits
such low throughput, less than 1K/s. This is because most off-
path SmartNICs suffer limited capabilities emulated MMIO
interface, the Arm must communicate with NIC firmware to
get the content of incoming requests, which is very costly.
We also evaluate the latency of different network stacks

via an L2-reflector application. The client sends a 64-byte
packet to the server, and the server swaps the source and
destination MAC addresses of each packet and returns it to
the client. As shown in Figure 14b, unoptimized SmartNS
suffers 2.2×/1.4× higher latency than RNIC and Snap, re-
spectively. However, with our TX inline and RX direct data
placement optimization, SmartNS can achieve 1.11× lower
latency than Snap. Although it is still approximately 2𝜇s
slower than RNIC, this margin is modest. Consequently, de-
velopers can freely choose SmartNS for its programmability
or RNIC when the absolute lowest latency is required.
5.6 Programmable Offloading Engine
In this section, we evaluate the performance advantage of
two programmable offloading functions. First is linked list
traversal; we consider a short linked list where each element
contains an 8-bytes unique key and 64-bytes value. To locate
a target key, the list is traversed starting from the head until
a match is found, then returns the value pointed by the value
pointer to the client. While RNIC performs the traversal on
the client side, SmartNS executes the traversal within the pro-
grammable offloading engine using lightweight intra-node
DMA operations instead of expensive inter-node RDMA op-
erations. Second is batched RDMA READ. As the baseline,
RNIC sends a series of 64-bytes RDMA READ packets. In
our design, the client-side network stack aggregates multiple
target addresses into one consolidated request, after which
the server-side offloading engine issues concurrent DMA
transfers to fetch all requested values in parallel and returns
the aggregated data in a single response.
Figure 15a shows the traversal latency for varying hop

counts, SmartNS achieves 1.7× reduction in latency com-
pared to RNIC, owing to the lightweight intra-node DMA op-
erations, which incur lower latency than inter-node RDMA

(a) Linked list traversal (b) Batched RDMA READ

Figure 15. Programmable offloading functions performance.

Figure 16. Performance comparison when running the block
storage application with Solar protocol.
operations. SmartNS also exhibits more stable latency per-
formance, primarily because intra-node DMA operations are
less susceptible to network fluctuations. Figure 15b shows
the throughput achieved by Batched RDMA READ on a sin-
gle connection, SmartNS achieved 3.5× higher throughput
than RNIC, this is mainly because RDMA READ has limited
outstanding number and simply increasing READ operations
number doesn’t increase throughput, but SmartNS can per-
form READ concurrently with the powerful DMA engine,
thereby enabling significantly enhanced throughput.

5.7 End-to-end Application Performance
Disaggregate block storage. The compute-storage sepa-
ration architecture has become the de facto paradigm in
modern data centers [57, 81, 82, 105]. In this design, com-
pute servers and storage servers are organized into separate
clusters, allowing each to be independently designed and
optimized for specific workloads. The storage agent (SA),
embedded within compute servers, converts storage oper-
ations into network transactions. Alibaba Solar [56] is the
transport protocol used in SA and has been widely deployed.
Leveraging the high flexibility offered by SmartNS, we im-
plemented the Solar protocol in fewer than 2,000 lines of C++
code. As the baseline, we executed the protocol on dedicated
CPU cores, similar to Snap. Additionally, we employ CRC
NIC offload and Intel Data Streaming Accelerator (DSA) [42]
engine to further improve CPU performance. Similar to So-
lar [56, 110], we select widely used 4KB READ request IOPS
as metrics and limit the Solar-CPU network stack to 8 dedi-
cated CPU cores. Each client is assigned to a dedicated core
and set TX depth to 32.
Figure 16 illustrates the IOPS achieved by various ap-

proaches. We have two observations. First, SmartNS reaches
line rate with more than 8 clients, delivering 2.5× (2.2×)
higher IOPS compared to the "CPU-only" baseline for 1 client
(12 clients). This is because SmartNS offloads intensive CRC
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(a) CPU mem to CPU mem (b) CPU mem to GPU mem
Figure 17. Throughput comparison of KVCache transfer.
calculation to NIC hardware and massive memcpy to DMA
engine, leaving only lightweight in-cache protocol process-
ing for the Arm core. Second, even utilizing CRC offload and
DSA engine, SmartNS still achieves 1.5× higher IOPS than
"Solar-CPU". Benefit from header-only offloading TX and
unlimited-working-set in-cache processing RX, SmartNS can
easily operate at line rate, while "Solar-CPU" is constrained
by the limitations of the CPU and DSA engine.
KVCache Transfer. Modern large language models (LLMs)
are based on the Transformer architecture, and each infer-
ence request is logically divided into two stages: the prefill
(P) stage and the decoding (D) stage. To meet stringent SLO
requirements, the P/D disaggregation architecture is widely
discussed and adopted [47, 66, 71, 109]. In this architecture,
prefill nodes generate the KVCache and transfer it to the
decoding nodes to continue decoding. Thus, efficient KV-
Cache transfer from the prefill node pool to the decoding
node pool is crucial. The Mooncake transfer engine [71] pro-
vides a high-performance data transfer framework support-
ing RDMA/TCP protocols and Nvidia GPUDirect. However,
Mooncake only chooses limited QP connections for each
transfer task, which induces QP hash collision and one of
the physical ports is underutilized (similar to ECMP hash
collision [70, 98]). Therefore, we integrated the packet spray-
ing mechanism [8, 78] in SmartNS that dynamically varies
the source UDP port on each packet, substantially mitigat-
ing hash collisions and fully utilizing the bandwidth of both
physical ports. We replace Mooncake RDMA with SmartNS
and compare it with the original Mooncake performance. No-
tably, SmartNS also supports Nvidia GPUDirect, enabling the
network stack to transfer payloads directly to/from pinned
GPU memory. For our evaluation, we utilize 8 CPU cores to
submit transfer tasks, bond two ports to one mlx5_bond_0
port [62], and set TX Depth to 1.

Figure 17a shows the transfer latency for various KVCache
sizes between CPU memories, while Figure 17b shows the
latency for transfers from CPUmemory to pinned GPUmem-
ory. Leveraging header-only offloading TX and unlimited-
working-set in-cache processing RX, SmartNS achieves line
rate performance for KVCache sizes exceeding 16MB, ex-
hibits 3.2× lower transfer latency compared to Mooncake
TCP. Remarkably, SmartNS also outperforms Mooncake
RDMA by 1.3×, attributed to the flexibility of SmartNS can
easily adopt the packet spraying mechanism to fully utilize
the bandwidth of both ports.

6 Related Work
Network Stack as a Service. IsoStack [79], ZygOS [69],
TAS [35], NetKernel [60], FreeFlow [36], and RoUD [22] use
dedicated CPU cores to construct an efficient and low-latency
network stack. Snap [52] is an industry framework proposed
by Google and provided in a general-purpose, multi-tenant
cloud environment. Shenango [65] designs a busy looping
IOKernel and uses an entire core to thread scheduling and
packet steering functions. SRM [88] and KRCORE [97] share
QP connections in kernel mode and user mode, respectively,
and perform as a network stack. However, they all intro-
duce the extra memcpy and cause host overhead, memory
bandwidth pressure, and application interference. In con-
trast, SmartNS offloads the entire network stack to off-path
SmartNIC, minimizing the host overhead and interference.
Hardware-offloaded Network Stack. Extensive studies
have offloaded the entire network stack to hardware and
customized RDMA transport. From the industry, Google
1RMA [84] and Falcon [20], AWS SRD [78], Meta [18] andMi-
crosoft Hyperscale [4, 21], Alibaba Solar [56] and HPN [70],
are driving RDMA transport customizations at scale. This
is supplemented by academic contributions like SRNIC [94]
and StaR [93] focus on scalability, SmartDS [103] and RPC-
NIC [102] focus on message split. ZeroNIC [85] splits the
packet header to host kernel stack and passes the payload
directly to the destination. All of them can achieve high
throughput but offer low programmability and low flexibil-
ity. Instead, SmartNS maintains line-rate and high flexibility
through the novel designs.
Offloading to SmartNIC. Offloading host workloads to
SmartNICs has recently attracted significant attention in
both academia and industry. Many prior works [30, 38, 48,
86, 95, 104] offload tasks to off-path SmartNICs. IO-TCP [38]
offloads disk I/O and TCP packet transfer to SmartNIC and
reduces the burden on the CPU for online content deliv-
ery. Xenic [77] offloads distributed transactions to SmartNIC.
SCR [107] uses datapath accelerator (DPA) to fine-grain per-
form the congestion control algorithm. These works leverage
SmartNIC to alleviate host CPU pressure but do not provide
a comprehensive study on the offload network stack.

7 Conclusioin
This paper presents SmartNS, a SmartNIC-centric network
stack with software transport programmability and line-rate
packet processing capabilities. To tackle the limitations of
SmartNIC-induced challenges, SmartNS introduces a header-
only offloading TX path, an unlimited-working-set in-cache
processing RX path, a DMA-only notification pipe, and a
programmable offloading engine. SmartNS is immediately
deployable, which maintains compatibility with IBV verbs
and leverages off-the-shelf SmartNICs. The experimental
results show that SmartNS achieves 2.2× higher IOPS in block
storage and 1.3× higher throughput in KVCache transfer.We
will make SmartNS open-source to benefit our community.
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